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Abstract. We present a scheme for estimating the noise-equivalent temperature difference (NETD) of
frequency upconversion detectors (UCDs) that detect mid-infrared (MIR) light. In particular, we investigate
the frequency upconversion of a periodically poled crystal based on lithium niobate, where an MIR
conversion bandwidth of 220 nm can be achieved in a single-poled period by a special design.
Experimentally, for an MIR radiating target at a temperature of 95°C, the NETD of the device was estimated
to be 56 mK with an exposure time of 1 s. Meanwhile, a direct measurement of the NETD was performed
utilizing conventional methods, which resulted in 48 mK. We also compared the NETD of our UCD with
commercially available direct MIR detectors. We show that the limiting factor for further NETD reduction of
our device is not primarily from the upconversion process and camera noise but from the limitations of the
heat source and laser performance. Our detectors have good temperature measurement performance and
can be used for a variety of applications involving temperature object identification and material structure
detection.
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1 Introduction
Spectroscopy in the mid-infrared (MIR) band has long been of
great value in fields such as environmental monitoring,1–3 bio-
medicine,4–6 communications,7,8 and remote sensing.9 This band
is closely related to the thermal radiation of the object and con-
tains the absorption/emission spectral positions of numerous
molecules and structures.10 Despite a long history of research
on the nature and application of MIR light, the development
of the corresponding detectors is still unsatisfactory. Compared
with their visible or near-infrared (NIR) counterparts, MIR de-
tectors also suffer from low detection sensitivity, high noise, and
narrow bandwidth. In addition, due to the inherent thermal noise

of low bandgap materials, such detectors often rely on deep
cooling, which imposes an additional burden on the application.
The use of high-performance detectors based on wide-bandgap
materials (e.g., silicon) to detect MIR light after frequency con-
version to visible/NIR light has proven to be an effective
alternative.11–14 This technology has been rapidly developed
in recent years, with better conversion efficiencies achieved us-
ing waveguides,15,16 pulsed light,17,18 and cavity enhancement
schemes.19,20 However, the upconversion process also introduces
other noises into the detection results, so it is critical to analyze
and evaluate the noise performance of the device. In previous
related work, the focus has often been on the evaluation of noise
equivalent power.21–24 This parameter is applicable to areas such
as spectral detection, but is not intuitive enough for thermal im-
aging applications. The noise-equivalent temperature difference
(NETD) is an important measure of the noise performance of
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conventional thermal imagers and is defined as the equivalent
temperature difference between the target and the background
when the signal-to-noise ratio of the image signal is 1.
Though being an important parameter for thermal cameras, this
parameter has not been theoretically and experimentally studied
in previous work for upconversion detectors (UCDs). This
work gives the first NETD evaluation and calculation based
on frequency upconversion thermal imagers and demonstrates
the good noise performance of our experimental setup.

Upconversion imaging is based on sum frequency generation
in nonlinear crystals, where MIR signal light with frequency ωs
is upconverted to ωup by pump light with frequency ωp. This
process satisfies the law of energy conservation, i.e.,
hωup ¼ hωs þ hωp, where h is Planck’s constant. In order to
achieve the highest frequency conversion efficiency, quasi-
phase-matching (QPM) techniques are often used to compensate
for the phase mismatch, and the polarization period is designed
such that Δk ¼ 0, satisfying the momentum conservation con-
dition. Currently, periodically poled lithium niobate (PPLN)
crystals have been more widely used to achieve infrared upcon-
version imaging,25 but single-period crystals usually suffer from
a narrow conversion bandwidth. In thermal imaging case, the
target temperature radiation covers a wide range of wavelengths.
If the conversion bandwidth can be widened while maintaining a
good conversion efficiency, there will be a significant improve-
ment in the detection of the semaphore and be beneficial to the
increase in the signal-to-noise ratio. Tuning the temperature,26

scanning the pump wavelength,27 and rotating the crystal angle
can extend the conversion wavelength range but significantly
increases system and measurement complexity. Another solu-
tion is the use of chirped crystals, which have been used to
achieve adiabatic nonlinear conversions with large phase-
matching bandwidths.15,28,29 However, this solution also has
stringent requirements for crystal design processing and
pumped optical power. In this work, a broad spectral conversion
of the MIR beam can be achieved using only single-period

PPLN crystals in a specific wavelength band, using a similar
approach to previous work.30 The variation of the phase mis-
match within the crystal with the wavelength of the signal light
is calculated in Fig. 1(b) for fixed experimental parameters. The
line shape in this figure has an inflection point at λ ¼ 4.14 μm,
where the rate of change of Δk is small within a certain band-
width in the vicinity, and thus frequency conversion can be
achieved for bandwidths above 200 nm, as shown in Fig. 1(c).

2 Methods
In our experimental setup, an industrial laser was used as the
pump source with a central wavelength of 1080 nm. After pass-
ing through the lenses L1 (f ¼ 150 mm) and L2 (f ¼ 75 mm),
the pump light was scaled down to pass through the crystal. The
MIR source is a temperature-controlled soldering iron or a stan-
dard blackbody oven that emits broadband blackbody radiation,
which was collected by lens L3 (f ¼ 100 mm). The BP 4000-
2000 allows only MIR light centered at 4000 nm to pass within
a bandwidth of 2000 nm; the later BP 850-40 is similar.
The type-0 (ZZZ) PPLN crystal has a dimension of 2 mm×
3 mm × 30 mm, mounted in a homemade temperature-
controlled furnace. After passing through the frequency conver-
sion process, the upconverted image of an MIR target with a
center wavelength of 856 nm is captured by an sCMOS camera
(Dhyana95 V2, Tucsen). The camera has a sensor area of
22.5 mm × 22.5 mm and a total pixel count of 2048 × 2048.
The lenses L3 and L4 (f ¼ 100 mm) formed a 4-f imaging sys-
tem, with the center of the crystal corresponding to the focal plane
position. The shortpass 1000-nm and bandpass 850- to 40-nm
filters at the output filtered out the pump light and its resulting
second harmonics, while shielding the ambient light as much as
possible. The imaging results of the soldering iron tip at 430°C
are also shown in Fig. 1(a), where the curved contour of the edge
corresponds to the limit of the imaging field of view.

For the UCD introduced above, we further explored its
NETD, which is an important parameter characterizing its

Fig. 1 (a) Schematic diagram of the experimental setup. L, lens; DM, dichromatic mirror; BP, band-
pass filter; and PPLN, periodically poled lithium niobate crystal. (b) Theoretical calculation of phase
mismatch within the crystal (co-linear case) in which MgO-PPLN crystal length is 30 mm, polarization
period is 23.7 μm, and temperature is controlled at 39°C. The pump light wavelength is 1080 nm.
(c) Normalized upper conversion efficiency. The conversion bandwidth is 220 nm near 4.14 μm.
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imaging capability. The thermal radiation target is considered as
an ideal blackbody, and the incident flux received by the detec-
tor can be described as31

ϕeλ ¼ MeλA0

Ω
π
τðλÞ; (1)

Meλðλ; TÞ ¼
2πhc2

λ5
·

1

e
hc
λkT − 1

; (2)

where Meλ is the spectral irradiance, given by Planck’s formula
for Lambert radiation source, i.e., Eq. (2); h is the Planck’s con-
stant; T is the thermodynamic temperature; k is the Boltzmann’s
constant; λ is the incident light wavelength; A0 is the area of the
radiation source; Ω is the stereo angle of the detector input win-
dow to the target; and τ is the transmittance of the radiation
propagating in free space as well as within the detector optical
system. The variation of the incident luminous flux with temper-
ature is given by

∂ϕeλ

∂T ¼ ∂Meλ

∂T
Ω
π
A0τðλÞ: (3)

The responsiveness of the system concerning the incident
flux is defined as R0 ¼ Ns∕ϕλ, where Ns is the detector
signal reading and ϕλ is the incident flux. The value of the
responsivity varies in different systems, which is an important
factor causing the difference in NETD. Here we consider a
special case when the signal is exactly equal to the noise.
According to the definition of the equivalent noise power, we
have R0 ¼ Nn∕NEPðλÞ, where Nn is the detector noise reading,
and NEP is the acronym for noise equivalent power. Applying
this to Eq. (3), the amount of noise can be introduced for
discussion,

∂ðδNSÞ
∂T ¼ ∂Meλ

∂T
Ω
π
A0τðλÞR0ðλÞ ¼

Ω
π
A0τðλÞ

Nn

NEPðλÞ
∂Meλ

∂T :

(4)

The NEP remains an important factor of inquiry in the
discussion of system NETD. For an MIR detector based on
frequency upconversion, the NEP expression can be written
as follows based on previous research work:22

NEP ¼ σR
pr

ffiffiffiffiffiffiffi
Δf

p ¼ σR
ηupηdet
hνMIR

ffiffiffiffiffiffiffi
Δf

p ¼ σRhνMIR

ηupηdet
ffiffiffiffiffiffiffi
Δf

p ; (5)

where ηup is the upconversion process quantum efficiency, ηdet is
the CMOS camera quantum efficiency, Δf is the noise band-
width, σR is the total readout noise, and νMIR is the MIR optical
frequency. In the upconversion frequency converter, the main
sources of noise are the Stokes noise of the shortwave pump,
crystal thermal noise, image photon noise, and detector readout
noise. Since the pump wavelength and other experimental
parameters are kept constant, the noise components other than
photonic noise can be considered as quantities independent of
the wavelength of the MIR light being upconverted. The photon
noise of the upconverted light is proportional to the square
root of the light intensity. According to the blackbody radiation
equation, the variation of the radiation flux with wavelength is
small within the conversion window of our UCD. Furthermore,

the conversion efficiency of the detector is essentially the same
for each frequency component in this wavelength band. Based on
all of the above, the final estimated maximum change in photon
noise is about 10%, which can be treated approximately as a con-
stant. Therefore, we can treat NEP as a frequency-independent
quantity in Eq. (4) to simplify the subsequent integration opera-
tion. Applying the small signal approximation, we obtain

∂Ns

∂T ≅
ΔNs

ΔT
¼ ωA0Nn

πNEP

Z
∞

0

∂Meλ

∂T τðλÞdλ: (6)

Then,

ΔNs

Nn
¼ ΔT

ωA0

πNEP

Z
∞

0

∂Meλ

∂T τðλÞdλ: (7)

By definition, NETD is equal to the change ΔT when
ΔNs∕Nn ¼ 1 is satisfied, which gives

NETD ¼ πNEP

ΩA0

R∞
0

∂Meλ∂T τðλÞdλ ¼
πNEP

ΩA0τ
R∞
0

∂Meλ∂T dλ

¼ πNEP

ΩA0τ
hc
kT2

B

R λ2
λ1

MeλðTBÞ
λ dλ

; (8)

where λ1 and λ2 are the lower and upper limits of the detector
conversion at MIR wavelengths, respectively. In the present
experiment, the quantum efficiency of the upconversion and
detection processes can be written as

ηup ¼
Pup∕hνup

PMIR∕hνMIR

¼ PupνMIR

PMIRνup
¼ PupνMIRR λ2

λ1
ϕeλdλνup

; (9)

ηdet ¼¼ Pdet

Pup

¼ xRhνup
Pup

; (10)

where xR is the average reading of the detector. Applying the
above results to Eq. (8), we end up with

NETD ¼ σRkT2
B

R λ2
λ1
MeλðTBÞdλ

xRhc
R λ2
λ1

MeλðTBÞ
λ dλ

: (11)

3 Discussion
Based on Eqs. (8) and (11), the NETD of the upconverted de-
tector can be directly estimated when its NEP is known, while
for a newly built device, the NETD value can also be easily cal-
culated based on experimental measurements. To test our calcu-
lations, we used a standard blackbody source instead of the
soldering iron as the infrared target, which has better tempera-
ture stability. The heat source was placed 200 mm in front of the
UCD. The imaging result is shown in Fig. 2(a) with a field-of-
view size of ∼14 deg, and the test area is the part of this figure
inside the red box. The mean and standard deviation of the read-
ings for each pixel were determined by taking several video
frames at a constant temperature. We bring the results obtained
in the experiment into Eq. (11) to obtain the first NETD matrix,
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shown in Fig. 2(b). In the experiment, the temperature of the
blackbody was set to 95°C, the pump laser power was adjusted
to 60 W to achieve a quantum conversion efficiency (QCE) of
3.5 × 10−4, and the single-exposure time was 1 s.

To verify the accuracy of our evaluation method, the device
was next tested using a conventional NETD test means. The tar-
get temperature was first set to 90°C, and 32 frames of the test
image were obtained. The average of the gray-scale values of
each pixel in these frames was calculated to obtain the detector
responsiveness matrix at this temperature. In the second step,
the target temperature was set to 100°C, and the above operation
was repeated, obtaining a second set of responsivity matrices.
The two were subtracted and divided by the temperature differ-
ence to calculate the gradient value of the responsivity concern-
ing temperature. Finally, setting the target temperature to 95°C,
32 consecutive frames of data were acquired and the standard
deviation of each pixel was calculated separately, which consti-
tuted the noise matrix. Using the obtained results divided by the
previous gradient matrix, the NETD matrix was obtained, as
shown in Fig. 2(c). The average values of the two NETD ma-
trices in Figs. 2(b) and 2(c) are 951 and 829 mK. Although the
feasibility of our evaluation scheme is initially demonstrated,
the measured values of NETD are not satisfactory. This is be-
cause the UCD does not operate in the optimal band due to the
limitation of the operating temperature range of the blackbody
source; a detailed discussion on this point will be given later. In
addition, the standard deviation of each pixel point in the experi-
ment is not entirely due to noise. Any perturbation in the experi-
ment may cause ups and downs in the pixel gray-scale values.
Therefore, adjacent 4 pixels × 4 pixels are combined into a
group, known in photographic terms as a bin4, and their total
number is used as a new sample for the experiment. This in-
creases the area of the new “pixel” by a factor of 16, effectively
improving the signal-to-noise ratio, but at the cost of reducing
the effective pixel count of the camera from 2048 × 2048 to
512 × 512. This is a means of compromise, which works well
in many practical measuring scenarios where the target is an
area and the resolution required is not overly stringent. The final
results obtained are 56 and 48 mK at an exposure time of 1 s,
respectively, which is an order of magnitude improvement com-
pared to the case of a single-pixel point.

According to the theoretical analysis above, the NETD of the
UCD depends on various factors. In Fig. 3(a), the measured
NETDs at different upconversion efficiencies, and exposure
times are shown separately and compared with the results cal-
culated theoretically. The time T in Fig. 3(a) legend is the single-
frame exposure time, and completion of a set of tests requires

completion of all 32 frames of image acquisition. The conver-
sion efficiency is adjusted during the experiment by variation
of the pump light intensity, and the relationship between them
has been measured in advance. The measured NETDs are over-
all higher than the theoretical predictions but are largely consis-
tent with the trend shown by the latter. The additional deviation
comes from two main sources, namely, the power jitter of the
pump laser and the temperature drift of the blackbody source.
We measured a root-mean-square (RMS) stability of the output
power of 2.62‰, resulting in a temperature measurement
deviation calculated as σpump ¼ 133.4 mK. The temperature
drift of the blackbody source as an infrared target was
σsource ¼ 20 mK, as specified by the manufacturer. As these
two perturbations are random and independent of each other,
they introduce additional noise into the experiment, and the total
deviation of the temperature measurements is approximately

σtotal ≃
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NETD2

theory þ σ2pump þ σ2source
q

. This estimate explains

the deviation from theory and measurement quite well, but it
is worth noting that at higher QCEs, the experimental results
start to show some outliers. This is probably due to the fact that
the corresponding pumped optical power exceeds 80 W at this
point and the higher power density affects the thermal stability
of the crystal. The theoretical prediction of the effect of the tar-
get center temperature on the detector NETD is given in
Fig. 3(b), and this result is calculated based on the same con-
version bandwidth. The first set of results in this figure at
368.15 K (95°C) is given experimentally, and this is combined
with Eq. (11) to obtain the entire predicted curve. As can be seen
from the blackbody radiation-temperature curve given by the
solid line in this figure, the central conversion wavelength of
the detector in this experiment is 4.14 μm, and the best match-
ing temperature is ∼700 K. As mentioned above, the UCD does
not operate in the optimal temperature interval. For our exper-
imental setup, the NETD using a target center temperature of
700 K is only about one-twentieth of that at 368 K. Borrowing
the results given in Figs. 2(b) and 2(c), the predicted mean value
of NETD for each pixel is about 37 mK under the same exper-
imental conditions using a 700-K target. Meanwhile, for the
case where the target area occupies multiple pixels, the NETD
prediction drops from 48 to about 2 mK.

In Fig. 4, we show the results of the UCD for a general
temperature object. An ordinary printed circuit board (PCB)
was laminated to the electric heating platform for 10 s. Due
to the different thermal conductivities of the substrate, the inter-
nal copper conductive layer, and the metal part of the surface, a
clear temperature distribution is presented. With the help of the

Fig. 2 (a) Results of the images taken in the NETD test. (b) NETD matrix given by calculation
based on Eq. (11). (c) NETD matrix obtained based on the conventional measurement method.
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precalibrated results, we can give the specific temperature
distribution of the target, as shown in Fig. 4(b). The internal
structure of the PCB board is simply presented through heat
conduction. In addition, the angular resolution of the UCD in
the experiment is 0.0035, which is currently limited by the
transverse dimensions of the crystal. This technique could have
potential applications in engineering fields, such as nondestruc-
tive testing of objects. For example, impurities, internal damage,
and cavities can cause changes in thermal conductivity so that
the target presents a distinguishable temperature distribution
after uniform heating.

4 Conclusion
The best NETD test result obtained in the experiment was
∼50 mK, while in the ideal case the theoretical prediction
of the NETD for our device is about 2 mK, which is signifi-
cantly lower than the NETD (25 mK) of the current thermal
imager used for the study (FLIR SC7000). The inability of the
blackbody furnace used in the tests to operate at higher
temperatures has become a major factor limiting the NETD
optimization of the system at this time. Without considering
the objective experimental constraints, the theoretical analy-
sis above provides a viable option to further reduce the

NETD. Equations (5) and (8) show that the NEP and NETD
of the system can be optimized by increasing the QCE and
the measurement time. And the conversion bandwidth of
the system and NETD are approximately inversely related
while the NEP is kept constant. Within the operating window
of our UCD, the phase-matching condition is always satisfied,
and therefore a broadband conversion will result in a higher
overall conversion efficiency compared to a narrowband
UCD. In this case, because of the thermal noise of the pump,
the readout noise of the detector is constant, and a larger
converted signal strength in broadband conditions will lead
to an increase in the signal-to-noise ratio, i.e., a decrease
in NETD.

In summary, we investigated an MIR detector based on a
frequency upconversion process and its NETD characteriza-
tion. The conversion of MIR radiation with ∼220 nm band-
width was achieved using a single QPM crystal, with an
imaging field of view of ∼14 deg and a QCE of 3.5 × 10−4.
We theoretically analyzed the factors influencing the NETD of
the system, gave a calculation equation to estimate this metric,
and experimentally compared the results with conventional
NETD tests. We also studied the test results of the device
for general temperature targets. The optimal detection temper-
ature of our detector is around 700 K. The choice of different
upconversion crystals allows the migration of the detection
window. This work provides a reliable NETD evaluation
scheme for such frequency-based upconversion infrared imag-
ing systems. At the same time, our device demonstrates good
temperature detection performance, which has potential appli-
cations in remote sensing, material structure detection, etc.
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Fig. 4 (a) PCB used for the experimental tests. (b) Photographic
results of the UCD (part of the area). The PCB is preheated.

Fig. 3 (a) Comparison of measured and calculated NETDs as a function of QCE with different
exposure time. (b) Central wavelengths of blackbody radiation at different temperatures (solid line)
and corresponding NETD predictions (dashed line).

Ge et al.: Thermal camera based on frequency upconversion and its noise-equivalent…

Advanced Photonics Nexus 046002-5 Jul∕Aug 2023 • Vol. 2(4)



References

1. J. Li et al., “Real-time measurements of atmospheric CO using a
continuous-wave room temperature quantum cascade laser based
spectrometer,” Opt. Express 20(7), 7590 (2012).

2. D. Wang et al., “Estimating clear-sky all-wave net radiation from
combined visible and shortwave infrared (VSWIR) and thermal
infrared (TIR) remote sensing data,” Remote Sens. Environ.
167, 31–39 (2015).

3. S. M. Mintenig et al., “Identification of microplastic in effluents of
waste water treatment plants using focal plane array-based micro-
Fourier-transform infrared imaging,” Water Res. 108, 365–372
(2017).

4. T. P. Wrobel and R. Bhargava, “Infrared spectroscopic imaging
advances as an analytical technology for biomedical sciences,”
Anal. Chem. 90(3), 1444–1463 (2018).

5. J. Nallala et al., “Enhanced spectral histology in the colon using
high-magnification benchtop FTIR imaging,” Vib. Spectrosc. 91,
83–91 (2017).

6. L. Wang and B. Mizaikoff, “Application of multivariate data-
analysis techniques to biomedical diagnostics based on mid-
infrared spectroscopy,” Anal. Bioanal. Chem. 391(5), 1641–1654
(2008).

7. A. Soibel et al., “Free space optical communication utilizing mid-
infrared interband cascade laser,” Proc. SPIE 7587, 75870S (2010).

8. F. Bellei et al., “Free-space-coupled superconducting nanowire
single-photon detectors for infrared optical communications,”
Opt. Express 24(4), 3248 (2016).

9. B. M. Walsh, H. R. Lee, and N. P. Barnes, “Mid infrared lasers for
remote sensing applications,” J. Lumin. 169, 400–405 (2016).

10. M. N. Abedin, M. G. Mlynczak, and T. F. Refaat, “Infrared
detectors overview in the short-wave infrared to far-infrared for
CLARREO mission,” Proc. SPIE 7808, 78080V (2010).

11. A. Barh et al., “Parametric upconversion imaging and its applica-
tions,” Adv. Opt. Photonics 11(4), 952 (2019).

12. S. Baldelli, “Infrared image upconversion,” Nat. Photonics 5(2),
75–76 (2011).

13. S.-K. Liu et al., “Up-conversion imaging processing with field-of-
view and edge enhancement,” Phys. Rev. Appl. 11(4), 044013
(2019).

14. Z. Ge et al., “Up-conversion detection of mid-infrared light carrying
orbital angular momentum,” Chin. Phys. B 31(10), 104210 (2022).

15. T. W. Neely et al., “Broadband mid-infrared frequency upconver-
sion and spectroscopy with an aperiodically poled LiNbO3 wave-
guide,” Opt. Lett. 37(20), 4332 (2012).

16. K.-D. Buchter et al., “Nonlinear optical down- and up-conversion
in PPLN waveguides for mid-infrared spectroscopy,” in Eur. Conf.
Lasers and Electro-Opt. and the Eur. Quantum Electron. Conf.,
IEEE (2009).

17. Q. Zhou et al., “Ultrasensitive mid-infrared up-conversion imaging
at few-photon level,” Appl. Phys. Lett. 102(24), 241110 (2013).

18. K. Huang et al., “Mid-infrared photon counting and resolving via
efficient frequency upconversion,” Photonics Res. 9(2), 259 (2021).

19. J. S. Dam, P. Tidemand-Lichtenberg, and C. Pedersen, “Room-
temperature mid-infrared single-photon spectral imaging,” Nat.
Photonics 6(11), 788–793 (2012).

20. M. Mancinelli et al., “Mid-infrared coincidence measurements on
twin photons at room temperature,” Nat. Commun. 8, 15184 (2017).

21. K. Karstad et al., “Detection of mid-IR radiation by sum frequency
generation for free space optical communication,” Opt. Lasers
Eng. 43(3–5), 537–544 (2005).

22. R. L. Pedersen et al., “Characterization of the NEP of mid-infrared
upconversion detectors,” IEEE Photonics Technol. Lett. 31(9),
681–684 (2019).

23. S. Leclercq, “Discussion about noise equivalent power and its
use for photon noise calculation,” http://www.iram.fr/~leclercq/
Reports/About_NEP_photon_noise.pdf (accessed 1 September
2018).

24. J. S. Pelc et al., “Long-wavelength-pumped upconversion single-
photon detector at 1550 nm: performance and noise analysis,”Opt.
Express 19(22), 21445 (2011).

25. S. Junaid et al., “Video-rate, mid-infrared hyperspectral upconver-
sion imaging,” Optica 6(6), 702 (2019).

26. S. Junaid et al., “Mid-infrared upconversion based hyperspectral
imaging,” Opt. Express 26(3), 2203 (2018).

27. N. Sanders et al., “Multispectral mid-infrared imaging using
frequency upconversion,” Proc. SPIE 8604, 86040R (2013).

28. H. Suchowski, G. Porat, and A. Arie, “Adiabatic processes in fre-
quency conversion: adiabatic processes in frequency conversion,”
Laser Photonics Rev. 8(3), 333–367 (2014).

29. K. Huang et al., “Wide-field mid-infrared single-photon upconver-
sion imaging,” Nat. Commun. 13, 1077 (2022).

30. A. Barh, C. Pedersen, and P. Tidemand-Lichtenberg, “Ultra-
broadband mid-wave-IR upconversion detection,” Opt. Lett.
42(8), 1504 (2017).

31. A. Redjimi et al., “Noise equivalent temperature difference model
for thermal imagers, calculation and analysis,” Sci. Tech. Rev. 64,
42–49 (2014).

Biographies of the authors are not available.

Ge et al.: Thermal camera based on frequency upconversion and its noise-equivalent…

Advanced Photonics Nexus 046002-6 Jul∕Aug 2023 • Vol. 2(4)

https://doi.org/10.1364/OE.20.007590
https://doi.org/10.1016/j.rse.2015.03.022
https://doi.org/10.1016/j.watres.2016.11.015
https://doi.org/10.1021/acs.analchem.7b05330
https://doi.org/10.1016/j.vibspec.2016.08.013
https://doi.org/10.1007/s00216-008-1989-9
https://doi.org/10.1117/12.845788
https://doi.org/10.1364/OE.24.003248
https://doi.org/10.1016/j.jlumin.2015.03.004
https://doi.org/10.1117/12.863125
https://doi.org/10.1364/AOP.11.000952
https://doi.org/10.1038/nphoton.2011.9
https://doi.org/10.1103/PhysRevApplied.11.044013
https://doi.org/10.1088/1674-1056/ac6eda
https://doi.org/10.1364/OL.37.004332
https://doi.org/10.1109/CLEOE-EQEC.2009.5196532
https://doi.org/10.1109/CLEOE-EQEC.2009.5196532
https://doi.org/10.1063/1.4811826
https://doi.org/10.1364/PRJ.410302
https://doi.org/10.1038/nphoton.2012.231
https://doi.org/10.1038/nphoton.2012.231
https://doi.org/10.1038/ncomms15184
https://doi.org/10.1016/j.optlaseng.2004.05.006
https://doi.org/10.1016/j.optlaseng.2004.05.006
https://doi.org/10.1109/LPT.2019.2904325
http://www.iram.fr/~leclercq/Reports/About_NEP_photon_noise.pdf
http://www.iram.fr/~leclercq/Reports/About_NEP_photon_noise.pdf
http://www.iram.fr/~leclercq/Reports/About_NEP_photon_noise.pdf
http://www.iram.fr/~leclercq/Reports/About_NEP_photon_noise.pdf
http://www.iram.fr/~leclercq/Reports/About_NEP_photon_noise.pdf
https://doi.org/10.1364/OE.19.021445
https://doi.org/10.1364/OE.19.021445
https://doi.org/10.1364/OPTICA.6.000702
https://doi.org/10.1364/OE.26.002203
https://doi.org/10.1117/12.2003947
https://doi.org/10.1002/lpor.201300107
https://doi.org/10.1038/s41467-022-28716-8
https://doi.org/10.1364/OL.42.001504

